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Background

ADiscussion of the issues in physical modeling
ATurbulence, not transition

AEmphasis on aircraft, and trend towards Certification by Analysis
ABetter, faster designs with less wittiennel time and no surprises

ACruise condition under rather good control
A Even buffet prediction is not impossible

Al F NR NB3IAZ2ya 2F 0KS Sy@gSt 2LISY
A2030 Roadmap was defined in 2014, with the following highlights:
Almproved ReynoldStress models, 2018
A Decision on continuing RANS research, 2019
AHybrid RANSES of high lift at flight Reynolds number, 2020
ALES of high lift at flight Reynolds number, 2021

A Demonstration orexascalanachine, 2023
A 30exaflopshy 2030
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Demonstrate implementation of CFD
algorithms for extreme parallelism in

HPC

Demonstrate efficiently scaled CFD
simulation capability on an

30 exaFLOPS, unsteady, maneuvering
flight, full engine simulation (with

NASA CFD codes (e.g., FUN3D) exascale system combustion)
CFD on Massiwely Parallel Systems Q
PETASCALE Demonstrate solution ofa .~ NO T NO EXASCALE T
CED on Revolutionary Systems representative model problemww 17 wy
. YES YES ¢

| Improved RST models in
RANS CFD code,

) o )
Hybrid RANS/LES

Physical Modeling |

[ Integrated transition
LES

prediction

Chemical kinetics

1

1

1
Combustion calculation speedup

Convergence/Robustness
¥

Algorithms !

Un§ertainty Quantification (UQ)

E Characterization of UQ in aerospace
Geometry and Grld Fixled Grid Tighter CAD coupling
Generation Adaptive Grid

I Simplified data

Integrated Databases representation

Knowledge Extraction -
Vislualization
! Define standard for coupling to
other discipline

High fidelity coupling
techniques/frameworks

Automated robust solvers

Production AI.\/IR in ICFD codes.

Highly accurate RST models for flow separatiol

Reynolds number (e.g., high lift)

¥ NO

Unsteady, complex geometry, separated flow at flight

*

WMLES/WRLES for complex 3D flows at appropriate Re

9

Chemical kinetics
in LES

Grid convergence for a complete
configuration

O

Scalable optimal solvers

Reliable error estimates in CFD codes

Large scale parallel mesh
generation

On demand analysis/visualization of a 10B
point unsteady CFD simulation

Incorporation of UQ for MDAO

Robust CFD for
complex MDAs

MDAO simulation of an entire
aircraft (e.g., aereacoustics)

Unsteady, 3D geometry, separated flow
(e.g., rotating turbomachinery with reactions)

Multi-regime
turbulencechemistry
interaction model

Production scalable
entropy-stable solvers

Large scale stochastic capabilites in CFD

Uncertainty propagation

capabilities in CFD o .
Automated inrsitu mesh with

adaptive control

Creation of reatime multi-fidelity database: 1000 unsteady CFD simulations
plus test data with complete UQ of all data sources

On demand analysis/visualization of a 100B point
unsteady CFD simulation

*

UQ-Enabled MDAO



Achievements, 2014 to 2019

AReynoldsStress Models established in DLR and NASA codes.
Al AGKf e | OO0OdzN}Y 0SK b2d w{ aQa Rigosiyz i O
models
A Especially SARQCR
A Convergence can be difficult
AModels are almost static
ABrief efforts by Rumsey and Spalart to alter SSG part not fruitful
A See Eisfeld papers at this meeting
At KAA |LIJISFNR (2 asSiioftsS GKS avnmd 58S
AThe Turbulence Modeling Benchmark Discussion Group, in a white
paper, objects to stopping RANS research (AB8P0-0317, Bush et al.)
A Cost of turbulenceesolving methods
AWide expectations that Artificial Intelligence will revolutionize RANS field

ASteady RANS models and codes plagued by multiple solutions
A2 2 NRG aeyYLizY Aa aLATITIF atA0Se¢ BARS
Alnsensitive to model and algorithm, much more sudden than in wind tunnel
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7 Steady RANS
solution 2 [/

AIAA 20181037. Cary, Mani, Yousuf, & LI
AThe key question: can RANS models be made to work well enough?

AThe phenomenon appears to be spurious, or at least premature

Alt cuts across turbulence models and codes

ALO Aa FFTaINBSR UKIFIG ¢S R2y QU KIS INAR O2
ALa AG | GNRBOdzald O2yaSldzSyoSé 2F U0UKS audas
A Do the modelsauseit, or are they only too weak to suppress it?

ALA GKS o0NYO1SG NBIAZ2Y aa@OA2ftSyidfeé o53 Sa
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PressureGradient Term in Momentum Equation

Timeaverage of a URANS



ReynoldsStress Term in Momentum Equation

Timeaverage of a URANS




Turbulence Models in Simple Flow
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Demonstrate implementation of CFD
algorithms for extreme parallelism in

HPC
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Demonstrate efficiently scaled CFD
simulation capability on an

30 exaFLOPS, unsteady, maneuvering
flight, full engine simulation (with

NASA CFD codes (e.g., FUN3D) exascale system combustion)
CFD on Massively Parallel Systems <>
PETASCALE Demonstrate solution ofa‘ NO o NO EXASCALE o
CED on Revolutionary Systems representative model problemwey T2 =17
(Quantum, Bio, etc.) _____________________YE_S ______________YES ¢

H Improved RST models in

RANS CFD codeg

Hybrid RANS/LES q
PhyS|Ca| Mo de“ng ! Integrated transition

LES prediction

Chemical kinetics

1

1

! .
Combustion calculation speedup

I
|
Convergence/Robustness , Automated robust solvers
i
¥
1

Algorithms

Uncertainty Quantification (UQ)

| Characterization of UQ in aerospace
1

Fixed Grid Tighter CAD coupling

Geometry and Grid
Generation Adaptive Grid

i Simplified data
representation

Integrated Databases
Knowledge Extraction .
Visualization
1
Define standard for coupling to
other discipline v

High fidelity coupling
techniques/frameworks

Reliable error estimates in CFD codes

Production AIIVIR in 'CFD codes.

On demand analysis/visualization of a 10B
! point unsteady CFD simulation

Robust CFD for
complex MDAs

hly accurate RST models for flow separation

Unsteady, complex geometry, separated flow at flight
Reynolds number (e.g., high lift)

#

Unsteady, 3D geometry, separated flow
(e.g., rotating turbomachinery with reactions)

WMLES/WRLES for complex 3D flows at appropriate Re

5
9.

Grid convergence for a complete
configuration

O

Scalable optimal solvers

Chemical kinetics
in LES

Multi-regime
turbulencechemistry
interaction model

Production scalable
entropy-stable solvers

Large scale stochastic capabilities in CFD

Uncertainty propagation
Large scale parallel mesh capabilities in CFD

. Automated insitu mesh with
generation

adaptive control

Creation of reatime multi-fidelity database: 1000 unsteady CFD simulations
plus test data with complete UQ of all data sources

On demand analysis/visualization of a 100B point
unsteady CFD simulation

*

MDAO simulation of an entire
aircraft (e.g., aereacoustics)

Incorporation of UQ for MDAO

*

UQ-Enabled MDAO
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Demonstrate implementation of CFD
algorithms for extreme parallelism in
NASA CFD codes (e.g., FUN3D)

HPC

Demonstrate efficiently scaled CFD
simulation capability on an
exascale system

30 exaFLOPS, unsteady, maneuvering
flight, full engine simulation (with
combustion)

CFD on Massively Parallel Systems

PETASCALE Demonstrate solution of a
CED on Revolutionary Systems representative model problemw

EXASCALE

3

H Improved RST models in
RANS CFD codeg

Hybrid RANS/LES

Physical Modeling |

LES

Integrated transition
prediction

Chemical kinetics

1

1

! .
Combustion calculation speedup

Algorithms .

Uncertainty Quantification (UQ)

| Characterization of UQ in aerospace
1

Fixed Grid Tighter CAD coupling

Geometry and Grid
Generation Adaptive Grid
i Simplified data

Integrated Databases representation

Knowledge Extraction .
Visualization
|
1
Define standard for coupling to
other discipline
MDAO
High fidelity coupling
techniques/frameworks

I
|
Convergence/Robustness , Automated robust solvers
i
¥

Production AIIVIR in 'CFD codes.

Bgsteady, complex geometry, separated flow at flight
Wolds number (e.g., high lift) .
MLES/WRLES for complex 3D flows at appropriate Re
\/
Unsteady, 3D geometry, separated flow
(e.g., rotating turbomachinery with reactions)

Chemical kinetics
in LES

Multi-regime
turbulencechemistry
interaction model

Grid convergence for a complete
configuration

O

Scalable optimal solvers

Production scalable
entropy-stable solvers

Large scale stochastic capabilities in CFD

Reliable error estimates in CFD codes Uncertainty propagation

Large scale parallel mesh capabilities in CFD

. Automated insitu mesh with
generation

adaptive control

Creation of reatime multi-fidelity database: 1000 unsteady CFD simulations
plus test data with complete UQ of all data sources

On demand analysis/visualization of a 100B point
unsteady CFD simulation

* *

MDAO simulation of an entire UQ-Enabled MDAO
aircraft (e.g., aereacoustics)

On demand analysis/visualization of a 10B
point unsteady CFD simulation

Incorporation of UQ for MDAO

Robust CFD for
complex MDAs



Preliminany:Success of DDESH#RjhLift Workshop

Arurbulenceresolving approaches appear immunepi@za slice issue
ADES, WMLES, LBRLEX

AThey tend to give better lift than RANS n€dmax

AlAA 20181037. Cary, Mani, Yousuf, & LI
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Rotation/Curvature Corrections and Vortices
At I LISNJ 60 { LI fFNI YR DFNDBIFNYMz 2V
ATypical RANS models sustain turbulerice® 3

AThe flow develops a circulation overshoot rur SA

ADue to conserving angular momentum 12}
AAs shown bysovindaraju& Saffmanin 1971 |

AThe overshoot means the creation of oppositg

tI/r2=0

vorticity, which seems unphysical | I
AThe vorticity is also discontinuous (in RANS) ~ °6F - Igifgo
ASARC and SSTRC suppress the eddy viscosity IR e
ASAR reduces, but does not go fully laminar 0.2} e trP=1000
AGeorge Huang has a stronger version ofRSA ol . _'_12”@:200‘1”

Alt is better in the vortex, and rotating pipe

AThis validation case seems clear, although not major
AtKAA Aa aOfl aaArolfé Gdz2NDdzZ SYyOS Y2RSTE A



CFD Vision 2030 Roadmap

TRL M Low > Technology Milestone * Technology Demonstration 4 Decision Gate
MEDIUM T T TS T TS T o T o mmm T m e
B vicH 2015 2020 2025 2030
Demonstrate implementation of CFD Demonstrate efficiently scaled 30 exaFLOPS, unsteady,
HPC algorithmsfor extreme parallelismin CFD simulation capability on an maneuvering flight, full engine
NASACFD codes (e.g., FUN3D) exascale system simulation (with combustion)
CFD on Massively Parallel Systems IO ¢S
PETASCALE Demonstrate solution of a NO NO EXASCALE 4
- 5 4h AR
representative model problem w» ”wy ]

CFD on Revolutionary Systems
(Quantum, Bio, etc.)

:::::::::::::::::::::;?é::::::::::::::;E:S_L'

Improved RST models

RANS in CFD codes Highly accurate RST models for flow separation
an
) U X geometry, separated flow at :
Hybrid RANS/LES i y mber (e.g., high lift)
PhyS|Cal MOde"ng Integrated transition lex 3D ¢ iate R *
LES orediction omplex owsatappropriate Re

Unsteady, 3D geo?netry, separated flow

Chemicalkinetics (e.g., rotating turbomachinery with reactions)

Combustion calculation speedup

Grid convergencefora Multi-regime Producti labl
mplete confiouration turbulence-chemistry  Froductionscaiable
Convergence/Robustness  Automated robustsolvers ¥ ©° p<;ec0 Iguratio interaction model entropy-stable solvers
Algorlth ms Scalable optimal solvers
Uncertainty Quantification (UQ) Large scale stochastic capabilitiesin CFD
Characterization of UQ in aerospace Reliable errorestimatesin CFD codes Uncertainty propagation
Large scale parallel capabilitiesin CFD S
) . ] " . Automated in-situ mesh
. Tighter CAD I b .
Geometry and Grid Fixed Grid S Lol mesh generation with adaptive control
Generathn Adaptive Grid ProductionAlMRinICFD code's
. - Creation of real-time multi-fidelity database: 1000 unsteady CFD
Simplified data . . .
representation simulations plus test datawith complete UQ of all datasources
Integrated Databases P
. |
Knowledge Extraction
Visualization On demand analysis/visualization of a On demand analysis/visualization of a
10B point unsteady CFD simulation 100B point unsteady CFD simulation
Define standard for coupling )
to other disciplines v Incorporation of UQ for MDAO
High fidelity coupling Robust CFD for MDAO simulation of an entire UQ-Enabled MDAO
techniques/frameworks complex MDAs

aircraft (e.g., aero-acoustics)
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20142019 Activity: WalModeled Largée=ddy Simulation

* Some people consider WMLES to be “turn key,” just expensive
* The “N .. Problem” remains: in the thinner BL regions, the WM does everything

* |t has given encouraging results for high lift, compared with RANS
* Particularly at Stanford and Barcelona; PowerFLOW and PHASTA are similar

* For simple shear flows, channel and TBL, WM is the key difficulty

* The SGS model proper has been validated, and is not very sensitive

* Not so for external flows with “real” geometries
Veos = f(Sij,grid cell)

* This is innocuous at the end of the inertial range in a turbulent region

* Real flows have strain and grid variations in regions that should be inviscid and
irrotational

* The non-uniform SGS viscosity then creates vorticity
* However, numerical errors also do... (private comments of Lehmkuhl and Rodriguez)

* The SA and SST-V models, used in DES, do not have this problem

* The PDE also improves the smoothness of the eddy viscosity
* |LSA also seems largely immune



SGS Eddy ViscositywsémarModel

AWork of O. Lehmkuhl, Alya code



