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ECP Application Portfolio: 24 First-Movers of Strategic Importance to DOE

Health care

Accelerate 
and translate 

cancer research 
(partnership with NIH)

Energy security

Turbine wind plant 
efficiency

Design and 
commercialization 

of SMRs

Nuclear fission 
and fusion reactor 
materials design

Subsurface use 
for carbon capture, 
petroleum extraction, 

waste disposal

High-efficiency, 
low-emission 

combustion engine 
and gas turbine 

design

Scale up of clean 
fossil fuel
combustion

Biofuel catalyst 
design

National security

Next-generation, 
stockpile 

stewardship codes 

Reentry-vehicle-
environment 
simulation

Multi-physics science 
simulations of high-

energy density 
physics conditions

Economic security

Additive 
manufacturing 

of qualifiable
metal parts

Reliable and 
efficient planning 
of the power grid

Seismic hazard 
risk assessment

Earth system

Accurate regional 
impact assessments 

in Earth system 
models

Stress-resistant crop 
analysis and catalytic 

conversion 
of biomass-derived 

alcohols

Metagenomics 
for analysis of 

biogeochemical 
cycles, climate 

change, 
environmental 
remediation

Scientific discovery

Cosmological probe 
of the standard model 

of particle physics

Validate fundamental 
laws of nature

Plasma wakefield
accelerator design

Light source-enabled 
analysis of protein 

and molecular 
structure and design

Find, predict, 
and control materials 

and properties

Predict and control 
magnetically 

confined fusion 
plasmas

Demystify origin of 
chemical elements
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Starting Point

• 24 applications and 6 co-design projects

• Including 51 separate codes
• Representing over 10 million lines of code
• Many supporting large user communities
• Covering broad range of mission critical S&E domains  
• Mostly all MPI or MPI+OpenMP on CPUs

• Each envisioned innovative S&E enabled by 100X increase in computing power

• Path to harnessing 100-fold improvement initially unknown likely to have disruptive impact on 
software unlike anything in last 30 years

Current status

• All applications have, with their own unique development plans, made tremendous progress in 
model and algorithm development and software architecture redesign / refactor. Most 
applications have integrated and adopted software abstraction layers or co-designed motif-
based components and frameworks to ensure efficient and portable GPU implementations. 

• Many application have already realized >50X increase in science work rate performance on the 
Summit system at ORNL since starting ECP development activities in 2016

 Massive software investments 
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ECP’s Software Development Kits (SDKs) Span All Technology Areas
ECP’s Extreme Scale Scientific Software Stack (E4S) embodies the latest Software Technology products developed in ECP and 
packaged in SDKs. The latest Nov 2020 release (https://e4s.io) includes 67 distinct products using the Spack package manager 
in a full-feature containerized release. E4S also supports AI/ML packages such as TensorFlor, PyTorch, and Horovod. E4S is 
available for download from Dockerhub, with bare metal and custom containers also supported using the E4S Spack build cache.
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ASCR Computing Upgrades At-a-Glance
November 24, 2020

System attributes ALCF Now NERSC Now OLCF Now
NERSC 

Pre-Exascale
ALCF 

Pre-Exascale
OLCF Exascale ALCF Exascale

Name
(Planned) Installation

Theta
2016

Cori
2016

Summit
2017-2018

Perlmutter
(2020-2021)

Polaris
(2021)

Frontier
(2021-2022)

Aurora
(2022-2023)

System peak > 15.6 PF > 30 PF 200 PF > 120PF 35 – 45PF >1.5 EF ≥ 1 EF DP sustained

Peak Power (MW) < 2.1 < 3.7 10 6 < 2 29 ≤ 60

Total system memory
847 TB DDR4 + 70 TB 

HBM + 7.5 TB GPU 
memory

~1 PB DDR4 + High 
Bandwidth Memory 

(HBM) + 1.5PB 
persistent memory 

2.4 PB DDR4 + 0.4 
PB HBM + 7.4 PB 
persistent memory

1.92 PB DDR4 + 
240TB HBM

> 250 TB
4.6 PB DDR4 +4.6 PB 

HBM2e + 36 PB 
persistent memory

> 10 PB

Node performance 
(TF)

2.7 TF (KNL node) and 
166.4 TF (GPU node)

> 3 43
> 70 (GPU)
> 4 (CPU)

> 70 TF TBD > 130

Node processors

Intel Xeon Phi 7320 64-
core CPUs (KNL) and 

GPU nodes with 8 
NVIDIA A100 GPUs 
coupled with 2 AMD 
EPYC 64-core CPUs

Intel Knights Landing  
many core CPUs 

Intel Haswell CPU in 
data partition

2 IBM 
Power9 CPUs +

6 Nvidia
Volta GPUs

CPU only nodes: AMD 
EPYC Milan CPUS;
CPU-GPU nodes:

AMD EPYC Milan with 
NVIDIA A100 GPUs 

1 CPU; 4 GPUs

1 HPC and AI optimized 
AMD EPYC CPU and 4 
AMD Radeon Instinct 

GPUs

2 Intel Xeon Sapphire 
Rapids and 6 Xe Ponte 

Vecchio GPUs  

System size (nodes)
4,392 KNL nodes and 24 

DGX-A100 nodes

9,300 nodes
1,900 nodes in data 

partition
4608 nodes

> 1,500(GPU)
> 3,000 (CPU)

> 500 > 9,000 nodes > 9,000 nodes

CPU-GPU
Interconnect

NVLINK on GPU nodes N/A
NVLINK 

Coherent memory 
across node

PCIe
AMD Infinity Fabric 
Coherent memory 
across the node

Unified memory 
architecture, RAMBO

Node-to-node 
interconnect

Aries (KNL nodes) and
HDR200 (GPU nodes)

Aries Dual Rail EDR-IB HPE Slingshot NIC HPE Slingshot NIC HPE Slingshot HPE Slingshot

File System
200 PB, 1.3 TB/s Lustre
10 PB, 210 GB/s Lustre

28 PB, 744 GB/s 
Lustre

250 PB, 2.5 TB/s
GPFS

35 PB All Flash, Lustre N/A
695 PB + 10 PB Flash 

performance tier, Lustre
≥ 230 PB, ≥ 25 TB/s

DAOS


